
J. Mol. Model. 1998, 4, 147 – 149

© Springer-Verlag 1998CONFERENCE REPORT

The current use of high performance computers in chemical
research encompasses a wide spectrum of subjects and cor-
responding techniques. Structures and properties of indi-
vidual molecules are accessible with accurate quantum me-
chanical methods while macroscopic properties of solids and
liquids and interactions between large molecules are derived
from sophisticated modelling approaches. Mathematical
modelling and optimizations of industrial processes have
an increasing impact on productivity. The retrieval and analy-
sis of the vast amounts of genetic information resulting from
genome analysis projects pose new computational chal-
lenges. Modern computational chemistry clearly has close
ties into the neighbouring fields of solid state physics, ge-
netics, computer science, and engineering. Computers have
become an established research tool also in the hands of
non-experts due to the increasing availability of  high per-
formance hardware and sophisticated software packages.

The Research Centre Jülich is a major contributor to the
field of computer-aided chemistry through its own research
programs in solid state physics, materials research and soft
matter physics. The Central Institute for Applied Mathemat-
ics (ZAM) of the Research Centre Jülich operates the larg-
est German supercomputer complex with an aggregate peak
power of 0.5 TeraFlops. The Cray/SGI hardware is a combi-
nation of two massively parallel (T3E-600/512 and T3E-

900/256) and three parallel vector machines (T90/16 and
two J90) with a combined memory of over 100 GByte. Ma-
jor chemistry software packages installed on these machines
are UniChem (DGauss, CADPAC, Gaussian, MNDO),
Molpro, GAMESS, CPMD, Amber and GROMOS. HLRZ
(Höchstleistungsrechenzentrum, High Performance Comput-
ing Centre) is a cooperation of the Research Centre Jülich,
DESY (Hamburg) and GMD-Forschungszentrum Informa-
tionstechnik (Bonn) which makes a major fraction of these
computer resources available to academic and industrial users
through peer-reviewed projects. Currently about a third of
the HLRZ projects and a significant fraction of the Research
Centre’s own computational science activities fall into the
broader area of chemistry. The rapidly increasing use of the
Jülich supercomputers by the chemistry community is the
background of the initiative of ZAM to organize a scientific
conference on the subject of  “High Performance Comput-
ing in Chemistry”.

A particular focus of the meeting was the impact of com-
putational chemistry on industrial research and productiv-
ity. The meeting was held 16.-18.2.1998 and brought to-
gether about 180 participants from academic and industrial
research institutions. With the intention of creating a forum
for the exchange of ideas between method developers con-
centrated in academia and scientists in industrial R&D the
program committee had invited 30 renowned speakers from
both communities. The invited lecturers impressively dem-
onstrated the multifaceted and interdisciplinary character
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of modern computer-aided research. Their subjects included
drug design, polymer simulations, the computation of mate-
rial’s properties, bioinformatics, plant and process optimiza-
tion, and catalysis. The lecture program was complemented
with numerous posters presenting ongoing research and an
exhibition of hardware vendors and chemistry software pro-
viders.

A recurring theme was the use of density functional theory
(DFT) as a computational tool in diverse areas including high
performance ceramics, polymerisation reactions and cataly-
sis. DFT has recently evolved into a versatile and universally
accepted quantum chemical technique which also allows the
direct monitoring of dynamical processes. Two major con-
tributors to the popularisation of this method, M. Parrinello
and R. O. Jones, were present as speakers. M. Parrinello re-
ported detailed dynamic investigations of polymerisation re-
actions in the presence of a Ziegler-Natta catalyst. The dy-
namic information from the CPMD-code developed in
Parrinello’s group allowed R. O. Jones to arrive at a molecu-
lar understanding of the exceptional thermal properties of
the lithio-alumo-silicate β-eucryptite.  Further applications
of the DFT-method to catalytic problems, sometimes in com-
bination with conventional ab initio methods, were presented
by R. Meier, J. Sauer, J. Lohrenz, and A. Schäfer. Semiem-
pirical quantum chemical approaches are of great importance
for the treatment of large molecules and biological complexes.
The systematic improvement of these techniques and their
embedding into molecular mechanics schemes was demon-
strated by W. Thiel.

Simulations of macroscopic systems are generally based
on empirical potential models.  The power of these methods
was illustrated with  applications to polymers, complex liq-
uids, and biological membranes. U. Suter adressed the ques-
tion of the prediction of slow events from finite length simu-
lations of the elastic properties of polymers. The complex
behaviour of supercooled water and of surfactant solutions
was discussed by A. Geiger. The long range character of Cou-
lomb interactions requires special simulation techniques for
polyelectrolytes, which were presented by Ch. Holm. The
self assembly and the rearrangement dynamics of biological
membranes were the subjects of the contributions from H. J.
C. Berendsen and A. Baumgärtner. O. Evers discussed simu-
lation techniques for mesoscopic systems.

The design of new pharmacologically active compounds
is a field of major industrial importance and makes heavy
use of advanced modelling techniques. The presentations of
H. J. Böhm and G. Barnickel highlighted significant successes
in this field but also addressed the difficulties in the system-
atic identification of fundamentally new lead structures. The
complexity and context dependence of biological interactions
were among the themes of the lecture delivered by G. Folkers,
which examined the functional ambivalence of protein seg-
ments and the resulting ambiguities for drug design. P. Erk
presented the successful prediction of crystal structures of
industrial pigments on the basis of empirical models. Reli-
able thermodynamic data are essential for the calculation of
phase distribution equilibria in chemical processes but are
not always easily measurable. A successful combination of

quantum chemical calculations and electrostatic embedding
for the computation of these quantities was presented by A.
Klamt.

Large systems of coupled differential equations are the
mathematical basis of the description of chemical produc-
tion plants and the modelling of reactive flows. Combustion
modelling combines the challenges of turbulent flow simula-
tions with the molecular aspects of elementary chemical re-
actions taking place on a vast range of time scales. J. Warnatz
described smart reduction techniques which allow the identi-
fication  and parametrization of the dominant chemical proc-
esses in combustion engines and thereby permit the numeri-
cal treatment of the turbulent reactive flow in simple geome-
tries. The optimization of production plants with respect to
throughput, chemical yield and purity, and controllability fig-
ures among the commercially most important computer ap-
plications in the chemical industry. Key ingredients are ther-
modynamic and kinetic data and mixing and flow properties.
The simulation of entire production processes as demonstrated
by R. Bachmann helps to identify bottlenecks and to study
the scaling and startup behaviour. These simulations routinely
require the simultaneous treatment of many thousands of
coupled differential equations.

The storage, classification, and intelligent reduction of
genetic and biochemical information emphasizes an impor-
tant non-numerical aspect of high performance computing.
Modern approaches aiming at the prediction of protein struc-
ture and functionality from genome data with the goal of
discovering qualitatively new therapeutic pathways were the
subject of the lectures of  R. Schneider, R. Zimmer and D.
Schomburg. The use of the internet for the automatic retrieval
of data from heterogeneous data bases distributed around the
world plays an important role in this process. The daily quan-
tity of new sequence data amounts to about 50 MByte. The
fast analysis and classification of the immense quantities of
data require the fast I/O-capabilities of supercomputers and
the availability of parallel processing.

E. Wimmer reviewed the parallel evolution of computing
hardware and of theoretical methods and their software im-
plementations and emphasized the role of software compa-
nies in the process of turning collections of research codes
into user friendly integrated software tools with graphical
interfaces, detailed documentation, and competent user sup-
port for the non-expert. The rapid incorporation of new algo-
rithmic developments and the adaptation to the rapidly chang-
ing computer architectures are key software design problems.
Easy company wide access to supercomputing expertise was
the subject of the presentation of M. Schlenkrich who intro-
duced the web based CrunchServer developed by Silicon
Graphics Inc.. Ch. Henriet stressed the importance of a
multidisciplinary team of high performance computing ex-
perts in his case studies of the tuning of chemistry codes for
the NEC SX-4 parallel vector computer at the Swiss
supercomputer center CSCS in Manno, TI. The close inter-
action with program authors and end users led to highly suc-
cessful adaptations of important codes like MNDO94, CPV,
GROMDO, and DALTON. The scientific program was closed
with a lecture by J. Grotendorst from ZAM, who presented
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the hardware and chemistry software available on the Jülich
Cray complex and the procedures for academic and indus-
trial users to get access to these facilities.

While quantitatively accurate numerical predictions still
remain limited to small molecules, important qualitative ques-
tions can be reliably answered also for large systems. This
meeting repeatedly demonstrated unexpected insights into
chemical processes gained from modern simulation tech-
niques. Algorithmic progress has been impressive in the past
and is expected to continue. However, the continuously grow-
ing demand for advanced computing resources was under-

lined by many speakers. Competent advice on the proper
exploitation of computing resources is as important as their
ready availability. High performance computing consulting
requires experts with multiple qualifications from computer
science, mathematics, and one of the relevant scientific dis-
ciplines. This expert know-how can be supplied by research
centres like the one in Jülich, which can act as a hub to bring
together basic research and industrial applications and to pro-
mote technology transfer in chemistry.

The extended abstracts of the lectures and posters with
bibliographies are available at: http://www.kfa-juelich.de/
compchem/proceedings/.
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